
University of Münster
Department of Information Systems

Not Only SQL: Efficient Positive and Unlabeled
Machine Learning for Query By Example

Master Thesis

submitted by

-

Chair of Data Science:
Machine Learning and Data Engineering



Principal Supervisor Prof. Dr. Fabian Gieseke
Supervisor Dr. Denis Martins

Chair for Data Science:
Machine Learning and
Data Engineering

Student Candidate -
Matriculation Number -

Field of Study Information Systems
Contact Details student@uni-muenster.de
Submission Date 13.09.2021

mailto:student@uni-muenster.de


Not Only SQL: Efficient Positive and Unlabeled
Machine Learning for Query By Example

Formulating database queries in terms of SQL is often a challenge for a growing
number of non-database experts (e.g., biologists, journalists, business administra-
tors) that are required to access and explore data. Query By Example (QBE) meth-
ods [Zlo75] offer an alternative mechanism where users can retrieve information from
large databases using data examples that characterize their intent without having to
write complex SQL queries.

QBE is commonly defined as the problem of finding a query Q over a database
D and a set of data examples E such that E ⊆ Q(D). Figure 1 illustrates a QBE
application where a non-technical user wants to find American sportive cars in a large
car database.

Figure 1 Query By Example in relational databases.

Traditional QBE methods such as SQLSynthesizer [ZS13] and TALOS [TCP14] ad-
dress QBE under the setting of a classification problem where machine learning mod-
els are trained to classify data objects (i.e., tuples) in the database as positive or
negative, whenever they match the data examples or not, respectively. After train-
ing, the model is transformed into a series of query predicates and applied to the
complete database. However, both methods require data examples to fully character-
ize the user intention [FM19]. That is, they require a fully labeled training dataset.
In practical QBE applications, users often provide only a small subset of the positive
data class.

This thesis aims to explore efficient positive and unlabeled learning (PUL) tech-
niques [BD20] for QBE over large databases. Recent PUL techniques [KTH19] fit
the unique setting of QBE and are interesting alternatives to existing methods.
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